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Abstract

We investigate how market participants price and manage counterparty credit risk in the
post-crisis period using confidential trade repository data on single-name credit default swap
(CDS) transactions. We find that counterparty risk has a modest impact on the pricing of
CDS contracts, but a large impact on the choice of counterparties. We show that market
participants are significantly less likely to trade with counterparties whose credit risk is highly
correlated with the credit risk of the reference entities and with counterparties whose credit
quality is low. Our results suggest that credit rationing may arise under wider circumstances
than previously recognized.
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1 Introduction

Counterparty risk in over-the-counter (OTC) derivative markets played an important role
in the propagation of the global financial crisis in 2008. The inability of Bear Stearns and
Lehman Brothers to find counterparties willing to trade, as their troubles became apparent,
hastened their descent into insolvency (Duffie, 2010)). Senior policymakers justified govern-
ment assistance in the sale of Bear Stearns to JP Morgan Chase, in large part, by the need to
avoid the further dislocations in OTC derivative markets that would have ensued in a rush
to replicate positions with new counterparties. Structural reforms introduced by Title VII
of the Dodd-Frank Act in the United States and similar measures in the European Union
were intended to reduce dramatically the scope for counterparty risk in derivative markets
to generate systemic CI"iSGS.EI

In this paper, we investigate how market participants manage and price counterparty
risk in the credit default swap (CDS) market. We use four years (2010-13) of confidential
transaction level data from the trade repository maintained by the Depository Trust &
Clearing Corporation (DTCC) to estimate the effects of counterparty risk on pricing and on
counterparty selection. We find negligible effects of counterparty risk on the pricing of CDS
contracts, but, consistent with the experience of Bear Stearns and Lehman Brothers, find
large effects of counterparty risk on the client’s choice of dealer counterparty.

In an early discussion of counterparty risk in the OTC derivative markets, [Litzenberger
(1992) in his Presidential Address to the American Finance Association observed that pricing
of interest rate swaps (IRS) appears to be insensitive to counterparty credit ratings. Sub-
sequent empirical studies largely confirm Litzenberger’s claim (e.g., Duffie and Singleton),
1997)). Furthermore, theoretical studies of IRS pricing predict counterparty spreads an order
of magnitude smaller than bond spreads of equivalent rating (e.g., Duffie and Huang, |1996}
Huge and Lando, (1999)).

As noted by [Huge and Lando (1999), IRS results do not necessarily carry over to the

CDS market due to the presence of undiversifiable default risk contagion between dealer and

!The [Financial Crisis Inquiry Commission| (2011) report provides a detailed narrative based on primary
documents and testimony of senior policymakers and industry leaders. See especially pp. 287, 291, 329, and
347.



reference entity.ﬂ Nonetheless, |Arora, Gandhi, and Longstaff| (2012) find an economically
small impact of dealer credit risk in a sample of dealer CDS quotes to a single large buyside
client. We confirm this finding in a sample of client-facing (i.e., between dealer and non-
dealer) transactions. Running the same regressions on a sample of interdealer transactions,
we find even smaller pricing impacts, if any at all, arising from counterparty credit risk. This
divergence in sensitivity to counterparty risk is consistent with differences in provisions for
collateral. Interdealer transactions have uniform collateral terms involving daily exchange of
variation margin and (prior to 2016) no initial margin, while most client-facing transactions
entail significant counterparty exposure to the dealer, either due to thresholds for posting
variation margin or to unilateral requirements that the client post (but not receive) initial
margin.

Central clearing affords another test of pricing impact. If dealer counterparty risk were
a material determinant of equilibrium market prices, then one would expect to see an in-
crease in CDS spreads upon the introduction of central clearing. Clearinghouses have strict
collateral and margin requirements for clearing members and maintain additional default
funds to cover capital shortfall in the event of counterparty default, and thereby greatly
reduce counterparty risk. [Loon and Zhong (2014) hypothesize that centrally cleared trades
should have higher spreads than uncleared trades due to counterparty risk mitigation, and
report evidence in support. Contrary to their findings, we find that transaction spreads on
centrally cleared trades are significantly lower relative to spreads on contemporaneous un-
cleared transactions, which is consistent with the view that counterparty risk does not have
a first-order impact on pricing.

If prices do not adjust materially to dealer credit risk in the OTC derivative markets,
then |Litzenberger| (1992) conjectured that quantities might adjust, i.e., that non-dealers
might avoid transacting with weaker dealers. In this paper, we provide the first direct test
of this conjecture. We estimate a multinomial logit model for the client’s choice of dealer
counterparty, and find very strong evidence that clients are less likely to buy protection from

dealers whose credit quality is relatively low. We also find that clients are less likely to buy

2A large recent empirical literature provides strong evidence of contagion in the incidence of corporate
defaults (Azizpour, Giesecke, and Schwenkler, forthcoming) and for its effect on credit pricing (Berndt,
Ritchken, and Sunl |2010; |Bai, Collin-Dufresne, Goldstein, and Helwege, [2015)).



CDS protection from a dealer whose credit risk is highly correlated with the credit risk of
the reference entity, i.e., buyers of protection avoid wrong-way risk.

Our counterparty choice results shed light on a form of credit rationing, and indicate that
such rationing may arise under wider circumstances than previously recognized. Unlike the
textbook case of a borrower in search of a loan, counterparty credit in the OTC derivatives
market is contingent (i.e., on the future value of the position) and incidental (i.e., because
it arises as an undesired side-effect of the transaction and not as its impetus). Nonetheless,
if a client declines to trade with a dealer due to the risk of future dealer default, then
the dealer’s access to counterparty credit (and the associated flow of business) has been
rationed. In the classical model of |Stiglitz and Weisg| (1981)), credit rationing arises due to
imperfect information. While dealer balance sheets may be opaque, abundant information
on creditworthiness is available in the form of agency ratings and market prices on bonds
issued by dealers and CDS referencing dealers, so the scope for asymmetric information
in our setting seems limited. Bester (1985) shows that credit rationing can be mitigated
by introducing collateral requirements. An absence of collateral arrangements may explain
credit rationing in the federal funds market as documented by [Afonso, Kovner, and Schoar
(2011). However, CDS contracts are for the most part collateralized in that dealer and client
regularly exchange variation margin equal to the change in the mark-to-market value of the
bilateral portfolio.

In extremis, as occured in the cases of Bear Stearns and Lehman Brothers, a flight of
derivative counterparties can drain a dealer of liquidity and thereby behave like a bank run;
see Duffie (2010, pp. 65-67) on the mechanics of this form of run. In this respect, credit
rationing of dealers in the CDS market is related to runs in other collateralized markets during
the global financial crisis. (Copeland, Martin, and Walker| (2014) show that Lehman Brothers
did not experience higher margins when seeking funding in the triparty repo market before
bankruptcy; instead, cash investors simply pulled their funding away from the distressed
dealer. |Covitz, Liang, and Suarez| (2013|) document a run in the asset-backed commercial
paper programs in 2007 and show that the runs were more severe for riskier programs.

Our findings may be attributable to two market imperfections. First, clients may not be
able to extract full pricing compensation for bearing counterparty risk because dealers have
some monopoly power (Siriwardane, 2015). Second, collateral arrangements are imperfect.

It is well understood by practitioners that variation margin offers little protection against



the jump risk in market price movements likely to accompany the failure of a large dealer.
Less obvious, perhaps, is that prevailing collateral arrangements of the post-crisis period for
unilateral provision by the client to the dealer of initial margin exacerbates counterparty
risk from the clients’ perspective because it exposes the posted collateral to the risk of dealer
failure. Newly agreed international rules on swap margining will require bilateral provision
of initial margin to be held in segregated third-party custodial accountsE] Our results suggest
that the new framework will reduce the likelihood of a counterparty “run” in OTC derivative
markets. As these provisions will dramatically reduce counterparty losses in the event of
dealer default, non-dealers should become less sensitive to dealer credit risk in choosing a
counterparty.

After establishing the benchmark counterparty choice result, we explore how counterparty
choice depends on characteristics of the reference entity and characteristics of the client.
With respect to reference entity characteristics, we find that the choice is more sensitive
to the credit risk of the dealer when the reference entity is financial. By shifting attention
from prices to quantities, our paper helps resolve the puzzling finding of |[Arora, Gandhi, and
Longstaff] (2012)) that counterparty risk is not priced for financial reference entities, where
the counterparty risk concern should be heightened due to wrong-way risk. We also explore
how market liquidity affects the choice of counterparty. Since the client may anticipate that
it will be more difficult to terminate a trade on an illiquid reference entity than on a liquid
one, the client should be more reluctant to trade with a high credit risk dealer when the
reference entity is illiquid. Consistent with our hypothesis, we find a large and statistically
significant coefficient on an interaction term between dealer CDS spread and reference entity
liquidity.

Client characteristics matter as well. Clients that trade in and out of positions quickly
should be less sensitive to dealer credit risk, as they should anticipate a shorter exposure
to counterparty risk. We find strong evidence for this conjecture. We also hypothesize that
captive clients (that is, clients who trade predominantly with a single dealer) should be less
sensitive to counterparty risk. This too is supported by the evidence, which suggests that

such clients may be especially vulnerable to counterparty credit losses in a financial crisis.

3The principles of the new framework are set forth in the |[Basel Committee on Banking Supervision
(2015), and the US implementation is promulgated in |[Federal Register| (2015). Trades between large dealers
are already subject to the new framework, but application to client-facing trades will be phased in through
2020.



Finally, we consider differences across institutional types. We find some evidence that hedge
funds, asset managers, and non-dealer banks are more sensitive to dealer credit risk than
institutions, such as insurance companies, that are perceived to be less sophisticated in the
practice of risk-management.

Our paper is related to several other empirical papers on counterparty risk. Besides
Arora, Gandhi, and Longstaff (2012)), Giglio| (2014)) infers a price impact of counterparty
risk from the corporate bond-CDS basis. Our paper departs from the earlier literature and
emphasizes trade quantities (i.e., via choice of counterparty) over trade prices. While ours
is the first paper to study the determinants of the client’s choice, several recent papers have
reported findings consistent with our theme. Aragon, Li, and Qian| (2016) find that bond
mutual funds are more likely to close existing CDS positions as buyers of protection when
the counterparty risk of the dealer is high. |Gundiiz (2015)) shows that financial institutions
buy more protection on a dealer as reference entity when exposed to that dealer through
counterparty relationships. Focusing on the period of the global financial crisis period,
Shachar| (2012)) shows that liquidity deteriorates as counterparty exposures between dealers
accumulate.

We proceed as follows. In Section [2, we provide background on counterparty risk in
the CDS market and describe the DTCC data. In Section [3], we examine the effects of
counterparty credit risk on CDS pricing. In Section 4] we estimate the multinomial choice

model for buyers and sellers of protection. Section [5| concludes.

2 Background and Data Description

A single-name credit default swap is a derivative contract designed to provide synthetic
insurance on the default of a specified firm, known as the reference entity. The parties to
the contract are the seller of protection and buyer of protection, henceforth usually denoted
the seller and the buyer, respectively. The buyer makes quarterly payments to the seller of
a premium given by the coupon rate on the contract, divided by four and multiplied by the
notional size of the contract. In the event of default of the reference entity before the expiry
of the swap, premium payments cease and the seller pays the buyer the notional amount

of the contract times a loss fraction, where the loss fraction is one minus the recovery rate



of the bond. Liquidity in the CDS market tends to be concentrated at the five year tenor,
which accounts for about 80% of transactions in our sample.

As in equity markets, there exist index contracts that pool together CDS on a specified
set of index constituents. Trading volume in the main index contracts is generally much
larger than the trading volume in the underlying single-name CDS contracts, and the index
contracts are now mostly traded on exchanges. In this paper, we focus exclusively on the
single-name CDS market. As elaborated below, the single-name market during our sample
period was still (and, for the most part, remains today) a traditional dealer-intermediated
OTC market for non-dealer participants. For a broad survey of the literature on the CDS

market, see Augustin, Subrahmanyam, Tang, and Wang (2014)).

2.1 Pricing and Managing Counterparty Risk

Swaps traded in OTC markets are subject to counterparty credit risk, i.e., the risk that one’s
counterparty to a trade will default prior to the maturity of the swap. Absent collateral, the
surviving party would lose the market value of the swap if the surviving party were in-the-
money, but would still be obliged to compensate the estate of the defaulting counterparty if
the defaulting party were in—the—moneyﬁ Market participants respond to counterparty risk
either by managing the risk or by demanding compensation for bearing the risk. Below we
describe the available mechanisms: netting and collateral, central clearing, dynamic hedging,
counterparty choice, and price adjustments. The latter two mechanisms, which are the focus
of our study, indirectly evidence the limitations of the first three. That is, if counterparty risk
could effectively be eliminated at low cost with netting arrangement and collateral exchange,
central clearing, or hedging, then there would be no need to ration weak counterparties or
to depart from the law of one price.

First, counterparties arrange for netting of offsetting bilateral positions and collateralize
trades under the terms of a credit support annex (CSA) to an ISDA Master Agreement.
Collateralization takes two forms: Initial margin (also known as independent amount) is
exchanged at trade inception and retained until the trade is terminated or matures. Variation
margin is exchanged during the life of the contract to cover changes over time in its market

value.

“More precisely, the surviving party would have an unsecured claim on the bankruptcy estate of the
defaulting counterparty for the market value of an in-the-money swap.



In the aftermath of the financial crisis, interdealer CSAs have required daily exchange of
variation margin equal to the change in the mark-to-market value of the bilateral portfolio.
Prior to 2016, dealers did not exchange initial margin with one another| Client CSAs
are subject to negotiation and are therefore more varied in terms. Typically, hedge funds
CSAs require bilateral daily exchange of variation margin, and further require that the
client unilaterally post initial margin to the dealer. For other institutional classes, collateral
requirements may depend on agency or internal credit ratings. For highly-rated clients,
exchange of variation margin takes place when the unsecured exposure exceeds an agreed
threshold, which essentially serves as a limit on a line of credit. Smaller or riskier clients
would have zero threshold and could be required to post initial margin [

From the client perspective, margin provisions do not eliminate counterparty risk. Vari-
ation margin mitigates the risk, but a dealer in distress can exploit valuation disputes and
grace periods to delay delivery of collateral, and the failure of a dealer is likely to coincide
with unusual market volatility and reduced liquidity. As witnessed in the case of AIG during
the financial crisis, ratings-based thresholds may prove ineffective, as the event of down-
grade of a large financial institution may trigger the immediate default of that institution
(see|Financial Crisis Inquiry Commission, 2011, Chapter 19). Moreover, counterparty risk is
exacerbated if the CSA imposes unilateral posting of initial margin to the dealer. There is no
provision for third-party custodial control of client collateral, and segregation of client collat-
eral (i.e., from other client collateral) is very rare. As noted by ISDA| (2010), clients suffered
significant losses of initial margin in the defaults of Lehman Brothers and MF Global.

As with other studies in this literature, we have no access to counterparty-level data on
CSA agreements, exchange of collateral, and exposures in other derivative classes that are
likely to be in the same netting set (e.g., interest rate derivatives). Thus, we cannot address
the effects of collateralization and netting in mitigating counterparty risk at the client level.
We also cannot identify the extent to which individual clients may be exposed to dealers
due to initial margin provisions. We simply maintain the assumption that bilateral CDS

positions entail exposure of clients to dealer counterparty risk.

SPrior to 2016, received collateral would be held on counterparty’s own accounts. Symmetric exchange
of initial margin between two dealers would cancel out, and thus serve no purpose.

6As a form of overcollateralization, initial margin works in opposition to a variation margin threshold.
Therefore, a CSA may feature a threshold or initial margin, but not both (ISDA/ [2010)).



Second, regulatory reform has mandated central clearing of trades on most standardized
and liquid OTC contracts. Central counterparties impose standardized margining rules and
effectively mutualize counterparty risk. In the CDS market, recent series of the most heavily-
traded indices are eligible for clearing, as are the constituent single-name swaps. While
central clearing of many North American indices is now mandatory, central clearing of single-
name swaps remains voluntary. During our sample period, central clearing of interdealer
single-name swaps was already commonplace, but clearing of client-facing single-name swaps
was virtually non-existant] We proceed under the assumption that central clearing was not
yet a viable risk-mitigating option for non-dealers engaged in trading single-name CDS in
2010-13.

Third, market participants can hedge counterparty risk by purchasing CDS protection
on their dealer counterparties as reference entities. Such hedging would be difficult to ex-
ecute rigorously due to the stochastic size of the exposure, but market participants might
pursue approximate strategies. (Glinduz (2015 shows that financial institutions buy more
protection on a dealer as reference entity when exposed to that dealer through counterparty
risk. However, he finds that non-dealers hedge in this manner at lower frequency than do
the dealer banks.

Fourth, market participants can mitigate counterparty risk simply by trading preferen-
tially with counterparties that are less risky or less correlated with the underlying reference
entity. For example, if dealer ABC were to become too risky, participants might prefer-
entially trade with ABC when a contract offsets existing bilateral exposure, but otherwise
preferentially trade with other dealers. In addition, market participants may avoid buying
protection from counterparties whose credit risk is highly correlated with credit risk of the
reference entities. For example, a buyer of CDS protection on French banks might avoid
transacting with a French dealer. A related idea is that market participants may be more
likely to exit existing positions when the counterparty risk of the dealer is high. |Aragon,
Li, and Qian| (2016) find support for this hypothesis in the portfolio turnover of U.S. bond

mutual funds.

"Cleared client single-name notional reported on the ICE website in “Credit Default Swaps: Growth in
Clearing & Futures”| is close to zero in 2013 and starts to pick up only in the third quarter of 2015. In
our data, we observe only two instances of client clearing in a sample of over one thousand transactions on
eligible single-name reference entities involving a non-dealer counterparty.


https://www.theice.com/article/cds-growth
https://www.theice.com/article/cds-growth

Finally, counterparty risk may be reflected in transaction prices of derivative contracts.
The credit valuation adjustment (CVA) measures the difference in values between a derivative
portfolio and a hypothetical equivalent portfolio that is free of counterparty risk. Intuitively,
it represents the cost of hedging counterparty risk in the bilateral portfolio. To the extent
that this cost can be imposed on the counterparty through the terms of trade, we will observe
the price of a contract varying with the credit risk of the counterpartiesﬂ It is important to
recognize that adjustments to pricing do not mitigate counterparty risk, but rather serve as
compensation for bearing the risk. The CVA is the net present value of future losses, so in
normal circumstances it will be orders of magnitude smaller than the potential losses that
could result from counterparty default.

Whether managed or priced, counterparty risk in the CDS market has a natural asym-
metry between buyer and seller of protection. If the seller of protection defaults prior to the
reference entity, loss to the buyer can be as large as the notional value of the contract. If
the buyer defaults, the seller’s loss is bounded above by the discounted present value of the
remaining stream of premium payments, which is typically one or two orders of magnitude
smaller than the notional amount. This asymmetry is recognized as well in current FINRA
rules on posting of initial margin for cleared CDS trades’| Furthermore, because financial
firms (especially dealer banks) are more likely to default when prevailing credit losses are
high, wrong-way risk is invariably borne by the buyer of protection. Thus, we expect the
buyer of credit protection to be more sensitive to the credit risk of the seller than the seller

is to the credit risk of the buyer.

2.2 DTCC CDS Transaction Data

DTCC maintains a trade repository of nearly all bilateral CDS transactions worldwide. Each
transaction record specifies transaction type, transaction time, contract terms, counterparty
names and transaction price. We access the data via the regulatory portal of the Federal
Reserve Board (FRB) into DTCC servers. The portal truncates the DTCC data in accor-

8In practice, compensation for CVA may be limited by the bilateral nature of counterparty risk. If two
equally risky counterparties with symmetric collateral terms enter a trade in which return distributions are
roughly symmetric, then each demands similar compensation from the other. If the trade is to be executed,
it will be executed near the hypothetical CVA-free price, so neither party will be compensated.

9As of 18 July 2016, Rule 4240 of the FINRA Manual specifies that initial margin requirement for the
buyer of protection shall be set to 50% of the corresponding requirement for the seller of protection.


http://finra.complinet.com/en/display/display_main.html?rbid=2403&element_id=8412

dance with so-called entitlement rules (Committee on Payment and Settlement Systems|,

2013, S3.2.4). As a prudential supervisor, the FRB is entitled to view transactions for which
(i) at least one counterparty is an institution regulated by the FRB, or
(ii) the reference entity is an institution regulated by the FRB.

Within each of these entitlement windows, our samples are complete. Thus, in a sample
limited to trades on FRB-regulated institutions as reference entities, we observe all trades
worldwide regardless of the identities of the counterparties. In a sample limited to trades in-
volving FRB-regulated institutions as a party, we observe all trades regardless of the identity
of the counterparty and the reference entity.

The set of FRB-regulated institutions includes the largest dealer banks in the US: Bank
of America, Citibank, Goldman Sachs, JP Morgan Chase and Morgan Stanley. We refer to
these major US dealer-banks collectively as the “US5.” Between them, the US5H dealers are
party to a majority of CDS transactions worldwide. Comparing the transaction volumes in
our sample to tallies published by DTCC for the same period, we find that our sample of
transactions involving a USH dealer as counterparty captures about two-thirds of all new
transaction volume in the single-name CDS market.

We now describe construction of our two main samples. First, the baseline sample consists
of transactions for which the underlying reference entity is regulated by the FRB. This
sample is complete with respect to the choice of counterparty available to the client. Similar
to |Arora, Gandhi, and Longstaff] (2012), in this sample we restrict our analyses to trades
involving at least one of the 14 largest CDS dealers: Bank of America Merrill Lynch, Barclays,
BNP Paribas, Citibank, Credit Suisse, Deutsche Bank, Goldman Sachs, HSBC, JP Morgan
Chase, Morgan Stanley, RBS Group, Société Générale, UBS, and Nomura[?'] These 14 dealers
account for 99.8% of trades in our sample of liquid, FRB-regulated reference entities. Second,
the USH counterparty sample consists of all transactions on any reference entity (financial
and non-financial) for which at least one counterparty is a US5 dealer. This sample is much
larger and much more diverse with respect to characteristics of the reference entity, but is

truncated with respect to the choice of counterparty available to the client.

10Relative to the list of 14 dealers appearing in the sample of|Arora, Gandhi, and Longstaff| (2012), Lehman
is dropped (as it no longer exists), Bank of America and Merrill Lynch are merged, and Nomura Holdings
and Société Générale are added.

10



Our sample period is January 2010 through December 2013[7T| After applying a series of
data filters described in Appendix [A] we have 83,335 transactions on 12 reference entities
in the baseline sample, and 1,435,205 transactions on 1635 reference entities in the US5
counterparty sample. Within each of these samples, the subsample of primary interest
consists of client-facing transactions in which a non-dealer buys protection from a dealer
counterparty. As reported in Table [I| our baseline sample contains 196 non-dealer buyers
of protection in 11,932 transactions, of which 7918 reference USH dealers and the remainder
reference other FRB-regulated institutions. Our US5 counterparty sample contains 828 non-
dealer buyers of protection in 190,838 transactions and 1248 reference entities, of which 259
are financial firms and 76 are sovereigns. The heterogeneity across reference entities in the
US5 counterparty sample will allow us to investigate whether investors manage counterparty
credit risk differently for different reference entities.

A non-dealer can trade with a dealer only when a signed ISDA Master Agreement is in
place. The de facto choice set for some counterparties, therefore, may only be a subset of
the alternatives included in the counterparty choice regressions. While we cannot directly
observe whether an agreement is in place, we show in Internet Appendix [A| that over 75%
of baseline sample transactions are done by clients who trade with eight or more of the
14 international dealers, and over 80% of transactions in the US5 counterparty sample are
done by clients who trade with all US5 dealers. We therefore conclude that a large majority
of active non-dealer participants were maintaining a significant number of ISDA Master

Agreements during the sample period.

2.3 Main Explanatory Variables

We next define key explanatory variables used in our analyses: risk of dealer default, wrong-
way risk, and trading relationship. We measure the risk of dealer default by the dealer’s five
year CDS spread quoted at the end of the previous trading day.H For observation date t,
the lagged spread is denoted %:_1 when dealer s is the seller of protection. As documented

in Internet Appendix [B] there is substantial cross-sectional and time variation in dealers’

1Our window has no overlap with the period of March 2008 to January 2009 studied by [Arora, Gandhi,
and Longstaff| (2012), and overlaps only partially with the period of 2009-11 studied by |Loon and Zhong
([@2014).

1In robustness exercises, we consider an alternative measure for the risk of dealer default based on the
bankruptcy hazard rate model of |Chava and Jarrow| (2004)).
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credit risk in our sample. Across our sample period, the median difference in CDS spread
between the riskiest and the safest of the 14 international dealers is about 140 basis points.

In the baseline sample of entitled reference entities, our preferred measure of wrong-
way risk, WWR;, is a dummy variable equal to one if both the seller of protection is a
US5 dealer and the reference entity is either a US5 dealer or Wells Fargo. Wells Fargo is
grouped with the USH dealers for this purpose due to similarity in size and national scale
of banking operations and its shared status as a G14 derivatives dealer["] Within the US5
counterparty sample, there is no variation across the dealers in the US5+Wells Fargo dummy
variable, so a coefficient on this variable would be unidentified. Primarily for use with this
sample, we define an alternative measure of WIW R; based on the correlation between the
log CDS spread changes on the reference entity and on the selling dealer. The correlations
are estimated using weekly observations on a five-year rolling WindowEf]

Perhaps to achieve operational efficiencies, trading relationships in OTC markets of-
ten persist through time. In the case of buyer of protection b and seller of protection s,
Relations;”, is defined as the share of notional value that market participant b traded with
dealer s in the recent past. We measure this share using the past 28 business days prior to
the transaction if there were more than 28 transactions in the last month, otherwise we esti-
mate the share using the past 28 transactions, requiring a minimum of 10 transactions. To
express Relations;"| in share terms, we divide the total notional value transacted between

b and s by the total notional value that market participant b traded.

3 Effects of Counterparty Risk on CDS Pricing

In this section, we study the effects of dealer credit risk on CDS pricing. If single-name CDS
trading entails counterparty risk, then protection sold by high-risk counterparties should be
less valued than protection sold by low-risk counterparties. Whether this difference affects

market prices, however, is an empirical question. If it does, then, holding fixed the buyer

13Though Wells Fargo is not a significant player in the CDS market, it has a larger presence in other OTC
derivative markets. The US5 and Wells Fargo are the only G14 dealer banks domiciled in the U.S., and the
only participants in ICE Clear Credit that are FRB-regulated at the holding company level.

14 A caveat is that the variation across US5 dealers in this correlation measure is usually modest. For most
reference entities in the broader universe of single-name CDS, it is not obvious that differences in correlations
across dealers within the US5 counterparty choice set would be salient to investors.

12



and contract, we expect sellers’ CDS spreads to be negatively associated with transaction
spreads. We perform fixed effect panel regressions in Section to test the hypothesis.
Furthermore, if the effect on market prices is material, then we expect to see higher CDS
spreads on centrally cleared than on bilateral uncleared transactions. This hypothesis is
tested in Section 3.2l

The dependent variable throughout this section is a measure of distance between the par
spread on a transaction in the DTCC data and Markit’s end-of-day par spread quote on
the same reference entity. Summary statistics for the spread difference are given in Table 2]
Panels A and C shows that the median difference is within one basis point in each sample,
which confirms that Markit quotes track prevailing traded spreads quite closely on average.
In the baseline sample, the median absolute difference is 3.3 basis points and the 95th
percentile of the absolute difference is 18.9 basis points. In the USH counterparty sample,
the median and 95th percentile of the absolute difference are 4.2 basis points and 32.3 basis
points, respectively.

Panel B of Table [2] summarizes characteristics of baseline sample transactions on the
same reference entity with the same tenor, tier, currency, restructuring or non-restructuring
clause and fixed coupon rate, traded on the same date. We restrict these summary statistics
to the subsample in which there are at least ten trades on the identical contracts during
the same day, which is about 28 percent of our baseline sample. We find significant pricing
dispersion within the day on the same contract, with a median within-day standard deviation
of 1.4 percent. Pricing dispersion in the US5H counterparty sample is qualitatively similar, as
shown in Panel D.

In terms of counterparty choice, we see that in both samples a buyer trades with more
than one seller on the same contract and the same day on average. Observing multiple
counterparties for the same party and the same contract serves to identify whether cross-
sectional pricing dispersion in transaction spreads varies with cross-sectional dispersion in

counterparty credit spreads.

3.1 Effect of Seller Credit Risk on CDS Pricing

We investigate whether counterparty risk is priced in the CDS market from the protection

buyer’s perspective. Our benchmark specification is similar in spirit to that of|Arora, Gandhi,
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and Longstaff (2012). We compare the transaction spreads on the same contract, traded on
the same date, bought by the same buyer, but sold by different sellers that vary in their credit
risk. Identification comes from pricing dispersion within the same day. Our benchmark

specification is

log(cdsf”f) —log(cds;y) = o, + 8 log(cds, ) +nWW R; 4+ ARelations;", + & log(size) + ef”tb,

1)
where log(cdsi’lf7 ) is the log par spread on CDS transaction on reference entity 7 at time t.
Superscripts s and b denote the seller and buyer of credit protection, respectively. We denote
by %i,t the par spread quoted by Markit on reference entity i on date t. The dependent
variable measures the difference between a specific transaction spread and the Markit quote
on the same reference entity at time [

Independent variables of primary interest are the log of the seller’s quoted CDS spread
(cds, ), the wrong-way risk variable measured either as an indicator (WW R*® (Indicator))
or based on the dealer-reference entity correlation (WW R* (Correlation)), and the measure
of past buyer-seller relationship (Relations;”,). The fixed effect b, interacts indicators for
buyer, contract and time. The log of the notional value of the traded contract, log(size;;),
is included in the regression to allow for the contract size to have some potential impact
on transaction spreads. As seller default risk and wrong-way risk reduce the value of the
protection leg of the swap, we expect § < 0 and n < 0.

We present regression estimates for equation in Table . In all specifications, we
restrict the seller of protection to be one of the 14 largest dealers. We report the number
of effective observations for which one buyer transacts with at least two different sellers in

each fixed effect group.

15 As discussed in Appendix [A] the actual market price of the CDS contract is an upfront payment. For
investment grade reference entities, par spreads remain the quoting convention in the marketplace. We follow
this convention in working with par spreads instead of upfront prices because par spreads (approximately)
eliminate the effect of contract maturity and coupon rates in measuring the sensitivity of contract value
to explanatory variables. This is analogous to the widespread use of yield to maturity instead of discount
price in the bond pricing literature. Yield to maturity allows for easier comparison across bonds differing in
maturity and coupon rates. Furthermore, the existing literature on the pricing impact of counterparty risk
(specifically, |Arora, Gandhi, and Longstaff, |2012) relies on par spreads, and we want to facilitate comparison.
In Internet Appendix [C] we show that our empirical results are entirely robust to measuring prices in upfront
points instead of par spreads.
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Our benchmark specification, presented in Column 1, examines the effect of seller’s credit
spreads on transaction spreads for non-dealers as buyers of protection. The coefficient on the
seller’s credit spread is negative and statistically significant, but the economic magnitude of
the coefficient value is very small, as a 100 percent increase in the seller’s log spread leads
to only a 0.7 percent decrease in the transaction spread. To translate the change from
percentages to levels, we note that the mean level of transaction spread is about 195 basis
points in the estimated sample and the mean dealer spread is about 173 basis points, and
hence a 100 basis point increase in the seller’s credit spread translates into about 0.6 basis
point reduction in the transaction spread (: 195 x [(%)_0'007 — 1} ) The median (and
mode) notional value of client-facing trades in the baseline sample is $5 million, so the 0.6
basis point pricing impact on transaction spread translates into about $300 difference in the
total per-annum cost of a median-sized trade. Our finding that the impact of seller credit
spread is significant, but modest in economic magnitude, is qualitatively consistent with the
finding in Arora, Gandhi, and Longstaff] (2012) that a 100 basis point increase in dealer
spreads translates to 0.15 basis point reduction in the quoted CDS spread. Furthermore,
we find that the WWR variable enters slightly positive, the sign opposite to that predicted
by the counterparty risk hypothesis. This counterintuitive finding is consistent with Arora,
Gandhi, and Longstaff| (2012)) who find that counterparty risk is not priced for financial
reference entities.

In Column 2, we use the correlation-based measure of wrong-way risk. WWR no longer
enters significantly and the coefficient on the seller’s spread remains small. In Columns 3-4,
we restrict the sample to the set of reference entities that are ineligible for central clearing,
and obtain coefficient estimates very similar to those in Columns 1-2. This suggests that
clearing eligibility does not significantly affect client-dealer pricing. In Columns 5-6, we
repeat the regressions for transactions in the USH counterparty sample. The coefficients on
seller credit spread become even smaller.

In Table , we re-estimate equation on interdealer transactions. We obtain smaller
negative coefficients on the seller’s CDS spreads in the baseline sample in Columns 1-4, but
slightly positive and insignificant coefficients in the US5 counterparty sample in Columns
5-6. For the baseline sample, an increase of 100 basis point in the seller’s spread translates
into only about 0.2 to 0.3 basis point reduction in the transaction spread. The coefficient on

past relationship is marginally negative in the baseline sample, i.e., buyers obtain slightly
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more favorable prices from dealers with whom they traded more in the past. The WWR
variable is insignificant in all specifications.

One potential concern with the benchmark specification is that the seller’s credit spread
could be correlated with other unobserved characteristics of the sellers which also affect
pricing of the contract. To mitigate this concern, we add seller fixed effects a® to control for
the impact of seller’s time-invariant characteristics to equation as follows:

s,b
L

(2)

We present regression results with additional seller fixed effects in Table [l The coefficient

log(cdsf”f) —log(cds;z) = of j+a°+p log(cds, ) +nWW R+ \Relations:’, +6 log(size)+e

on the seller’s credit spread increases in magnitude, but remains modest.

In summary, we find significant but economically small effects for non-dealers as pro-
tection buyers, and either even smaller or insignificant effects of seller’s credit spreads on
transaction spreads for dealers as protection buyers from other dealers. These results are
consistent with the anecdotal evidence that CSA provisions are symmetric between large
dealers, but are more likely to be asymmetric in favor of dealers for client-facing transac-

tions. Neither WWR nor past relationship affects transaction spreads in a robust manner.

3.2 Pricing Effects of Central Clearing

In this section, we examine the effects of central clearing on the pricing of CDS contracts.
Selected single-name reference entities became eligible for clearing by Intercontinental Fx-
change (ICE) in waves beginning in December 2009. By the end of our sample period, most
index constituents had been made eligible for clearingm

Loon and Zhong (2014)) find that central clearing significantly increases CDS spreads,
and attribute this to mitigation of counterparty risk. Their finding could be seen as incon-
sistent with our result in Section and those of |Arora, Gandhi, and Longstaff (2012)) that
counterparty risk has a minimal effect on pricing. We exploit the DTCC transaction data to
compare CDS spreads on centrally cleared transactions against spreads on uncleared trades

on the same day and on the same reference entity. We find that transaction spreads from

16Campbell and Heitfield (2014) describe post-crisis reforms aimed at encouraging central clearing. The
single-name index constituents that remain ineligible are primarily the European dealer banks listed in iTraxx
Europe. US dealer banks are excluded from the CDX.NA.IG index, and also remain ineligible for clearing.
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centrally cleared trades are actually associated with lower spreads than uncleared trades.
We do not dispute the importance of central clearing in mitigating counterparty risk. How-
ever, we conclude that its impact on pricing is limited simply because the pricing impact of
uncleared counterparty risk is itself limited[]

In our sample period, there were two methods by which market participants could engage
in cleared trades. Under the first method, known as backload clearing, the parties initially
transact bilaterally in the OTC market, and subsequently (typically on the following Friday)
submit the trade to a central counterparty (CCP) for clearing. Our assumption is that
the backloaded trades were designated for clearing by the counterparties at the time of the
bilateral transaction. Under the second method, the trade is cleared on the same day as
the initial trading date. These same-day clearing trades are often cleared at inception and
executed on a swap execution facility (SEF), which matches buyer and seller anonymously.
A same-day clearing trade appears in the repository data as two simultaneous transactions
with a CCP as buyer on one leg and as seller on the other. As discussed in Section [2.1]
non-dealers almost never clear single-name trades during our sample period, so all cleared
transactions in our sample are interdealer trades.

We construct a sample of transactions on clearable reference entities using the union
of the baseline and US5H counterparty samples. Of the 487,826 transactions on clearable
reference entities in which either the buyer of the seller is one of the 14 largest dealers, we
have 353,148 transactions in which the buyer is one of the 14 largest dealers and 392,493
transactions in which the seller is one of the 14 largest dealers. We categorize transactions
into four types: (i) same-day clearing trade; (ii) backload clearing trade; (iii) uncleared OTC
client-facing trade; and (iv) uncleared OTC interdealer trade. The fourth type is the omitted
category in the regressions.

Table [6] presents results on how transaction characteristics affect CDS pricing. In Column
1, we estimate the effect of seller characteristics when the buyer is one of the 14 largest
dealers. Holding contract, date and the buyer fixed, we find that same-day clearing trades are
associated with significantly lower spreads than OTC interdealer trades, with a magnitude
around 0.33 percent. Backloaded clearing trades have marginally significantly lower spreads

than the OTC uncleared interdealer spreads at about 0.2 percent. In Column 2, we estimate

"Tnternet Appendix @] provides a detailed analysis of why our results differ from |Loon and Zhong| (2014])
in both the cross-section and time-series.
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the effect of buyer characteristics when the seller is one of the 14 largest dealers. Holding
contract, date and seller fixed, we again find that same-day clearing trades are associated
with lower spreads, with a magnitude around 0.2 percent. Backloaded clearing trades do
not differ significantly in spreads from OTC interdealer trades. In Column 3, we fix contract
and date only and allow both buyer and seller’s characteristics to enter simultaneously. Here
too we find that same-day clearing trades are associated with significantly lower transaction
spreads, with a magnitude around 0.3-0.4 percent. As in Column 1, spreads on backloaded
clearing trades are slightly lower than on comparable interdealer OTC trades by about 0.2
percent.

Table @ also documents a dealer pricing advantage consistent with Siriwardane| (2015),
who shows that the market is dominated by a handful of buyers and sellers of protection,
the majority of which are dealers. [Siriwardane, (2015) finds that a reduction in the capital of
these dealers has an impact on CDS prices. In Column 1, we find that non-dealer sellers sell
to dealers at spreads about 0.6 percent lower than on comparable OTC interdealer trans-
actions. In Column 2, we find that non-dealers buyers of protection in OTC transactions
pay dealers about 0.4 percent more than dealers pay in comparable OTC interdealer trans-
actions. Estimated dealer rents in the final specification are even larger, with magnitudes
around 0.9-1 percent.

Our key finding in this analysis is that centrally cleared trades are associated with lower
spreads compared with OTC uncleared interdealer trades. Possibly this reduction in spreads
is due to the effects on competitive structure associated with migration from opaque bilateral
OTC trading to transparent SEF trading. Clearly, however, it is opposite in sign to what
would be expected if compensation for counterparty risk were a significant component in the

pricing of single-name CDS.

4 Effects of Counterparty Risk on Counterparty Choice

4.1 Benchmark Specifications

In this section, we show that market participants actively manage counterparty risk by
choosing counterparties of better credit quality and less subject to wrong-way risk. We also

explore how characteristics of the non-dealer and of the reference entity alter the sensitivity
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of counterparty choice to dealer credit quality. As in Shachar| (2012)), we assume that OTC
trades in the CDS market are initiated by the non-dealer, and that the dealer supplies
liquidity upon demand. This identifying assumption is commonly imposed (explicitly or
implicitly) in the empirical literature on dealer-intermediated markets (see, for example, in
the context of corporate bond markets, [Edwards, Harris, and Piwowarl, 2007; Bessembinder,
Jacobsen, Maxwell, and Venkataraman, forthcoming |Li and Schirhoff, [2014)). An immediate
implication is that the matching of counterparties in a transaction is determined exclusively
by the choice of the non-dealer as client. In Section we relax this assumption and our
results are qualitatively similar.

Table [7| provides preliminary evidence of aversion to wrong-way risk in our baseline sam-
ple. We divide the 14 dealers by domicile (U.S. vs. foreign), and also sort the FRB-regulated
reference entities into two groups by severity of WWR when the seller is a U.S. dealer. A
group of reference entities composed of the USH dealers and Wells Fargo is deemed “high
WWR,” and the remaining FRB-regulated reference entities are deemed “low WWR.” We
then calculate for each group of dealers the aggregate share of protection sold (by notional
value) on the high and low WWR groups of reference entities. Panel A shows that the trad-
ing share of the US5H dealers is 44 percent when selling protection on one of the USH entities
or Wells Fargo, compared to 54 percent for other reference entities. That is, the market
share of the US5 dealers is lower for the reference entities for which the US5 dealers pose
the most severe wrong-way risk from the perspective of buyers of protection. Panel B of the
table demonstrates that this difference is robust to excluding the period of the European
debt crisis as defined in Section [2.3][]

We estimate McFadden/s (1974) multinomial conditional logit model for the choice made
by the buyer of protection among the 14 dealers in the baseline sample and five dealers in the
US5 counterparty sample. In the latter case, the model-estimated choice probabilities are
conditioned on choosing a member of the US5H set. We emphasize that this restriction does
not give rise to a selection bias. A necessary condition for the consistency of the multinomial

logit estimator is the independence of irrelevant alternatives (ITA). This same assumption

18We define the European debt crisis period from October 4, 2011, when the Belgian government announced
Dexia’s bailout, to July 26, 2012, when Mario Draghi announced that “the ECB is ready to do whatever it
takes to preserve the euro. And believe me, it will be enough.”
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implies that estimates of regression coefficients (though not fixed effects) remain consistent
when the sample is truncated to a restricted choice set "]
The probability of choosing dealer s conditional on characteristics z7, is specified as

exp(xs
Pr(y, — slat,) = —2UEiP) s=1...D: 3)

S exp(a,8)

In the baseline sample, the choice set has cardinality D; = 13 when the reference entity 7 is a
US5 dealer and D; = 14 otherwise, i.e. we do not give the choice of trading with dealer ¢ when
the reference entity is 7. In the US5 counterparty sample, the choice set has cardinality D; = 4
when the reference entity ¢ is a USH dealer and D; = 5 otherwise. In the baseline sample, our
multinomial model has 159,130 (= 7918 x 13+ (11,932 —7918) x 14) observations. In the US5
counterparty sample, our multinomial model has 950,271 (= 3919 x 4+ (190,838 —3919) x 5)
observations. The independent regressors are: credit risk of the seller, proxied as before
by the CDS spread on the seller of protection quoted on Markit on date ¢ — 1; wrong-way
risk, measured as an indicator variable (WW R; (Indicator)) or as a continous correlation
(WW R (Correlation)); past relationship (Relations;”,), to allow for “stickiness” in buyer-
dealer relationships; a set of seller fixed effects for the D; dealers, to allow for baseline
differences in market share; and interactions between seller dummy variables and the spread
on the five-year CDX.NA.IG index, to allow for the possibility that buyers may gravitate
towards particular sellers when market-wide spreads are high. Results are reported in Table
B The coefficients on seller dummy variables are omitted to respect the confidentiality of
the data.

In Columns 1 and 2 we report coefficients estimated on the baseline sample for our two
alternative measures of wrong-way risk. As predicted, the coefficient on seller’'s CDS is
negative and statistically significant, i.e., customers are less likely to buy protection from
a dealer whose own CDS spread is high relative to other dealers. The coefficient on either
measure of WWR is large, negative and statistically significant, which shows that buyers

avoid wrong-way risk in their choice of dealer. Finally, the coefficient on past relationship

19The ITA assumption in our setting means that the odds that a non-dealer chooses to transact with dealer
A over B does not depend on whether an alternative dealer C is available. Essentially, when we use the USH
counterparty sample to estimate our model we are estimating the probability that a non-dealer chooses dealer
A conditional on the non-dealer choosing from within the set of US5 dealers. The fact that the non-dealer’s
actual choice set includes nine other non-US dealers is irrelevant.
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is large, positive and statistically significant, which is indicative of persistence in trading
relationships.

To assess the economic importance of these coefficients we report marginal effects for
these multinomial logit estimations in Table[9] For the baseline sample, we separately report
marginal effects at sample means for the large dealers (those with unconditional transaction
shares of 7-13%) and small dealers (those with unconditional transaction shares of 1—6%)@
We find that a 100 basis point increase in a large dealer’s CDS spread is associated with
an average decline in the likelihood of buying protection from that dealer of 2.6 percentage
points. Wrong-way risk reduces the probability by 2 percentage points. A one standard
deviation increase in past-month transaction count increases the probability of selection by
4 percentage points. Relative to unconditional transaction shares of 7-13 percentage points,
these effects are all of large economic magnitude.

In Columns 3 and 4 of Table [§] we report coefficients estimated on the subsample of
FRB-regulated reference entities that are not eligible for clearing. The coefficients on the
seller’s CDS and past relationships are similar to those in Columns 1 and 2, which suggest
that clearing eligibility has not had an impact on how non-dealers respond to our measure
of dealer credit risk. Neither measure of WWR has a statistically significant coefficient, but
this is unsurprising because the reference entities that are eligible for clearing are also those
that suffer least from wrong-way risk, so dropping these observations makes it difficult to
identify the impact of WWR.

In Column 5 we report coefficients estimated on the US5 counterparty sample. Consistent
with our predictions and the coefficients estimated using the baseline sample, the coefficients
on seller’s CDS and WWR are negative and statistically significant. The coefficient on past
relationships is positive, large, and statistically significant. The absolute magnitude of the
coefficients on seller’'s CDS and WWR are smaller in the US5 counterparty sample than in
the baseline sample. In the next subsection, we investigate the possibility that investors
are more sensitive to credit risk when the reference entities are financial than non-financial,
which may explain differences in the coefficients’ estimates across samples since our US5
counterparty sample includes both financial and non-financial reference entities, while the

baseline sample includes only financial reference entities.

20We do not report marginal effects at the dealer level due to confidentiality restrictions.
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In Column 6 we report coefficients estimated on the subsample of reference entities that
are not eligible for clearing. The coefficients on the seller’s CDS, WWR and past relationships
are similar to those in Column 5. In contrast to the baseline sample, the set of uncleared
entities in the broader US5H counterparty sample could be sufficiently heterogeneous to allow

identification of the effect of wrong-way risk.

4.2 Interactions with Reference Entity Characteristics

We explore how characteristics of the reference entity may affect the non-dealer’s sensitivity
to counterparty credit risk. First, we conjecture that non-dealer sensitivity to dealer credit
risk should increase in the presence of wrong-way risk. A direct test of this hypothesis is
given by introducing an interaction term between dealer CDS spread and wrong-way risk.
We also consider whether sensitivity to counterparty risk is heightened for reference entities
in certain sectors. Arora, Gandhi, and Longstaff (2012) conjecture that non-dealers should
be more sensitive to dealer credit risk when trading financial reference entities, but did not
find supporting evidence in prices. In view of the large literature on the interdependence
of sovereign and bank credit risk, particularly in the wake of the European debt crisis, we
consider the sovereign sector as well.

Second, we conjecture that non-dealer sensitivity to dealer credit risk should decrease
with the liquidity of the reference entity. If a reference entity is liquid, a non-dealer may
anticipate that it will be easier to terminate the trade with the current dealer in the future,
which should make the non-dealer less reluctant to trade with a high credit risk dealer today.
Conversely, the non-dealer may perceive that a trade on an illiquid reference entity will be
costly to terminate in the future, and therefore that the credit exposure to the dealer would
be difficult to unwind. Our metric for liquidity, taken from the DTCC public tables, is
the number of dealers that executed transactions on the reference entity at least once per

month.@ Our reported results are robust to an alternative rank-order measure of liquidity
provided by DTCC P

2IMore precisely, DTCC counts the number of dealers that executed at least one transaction in a given
month. This monthly count is reported as a quarterly average. Our source is the DTCC table on Top 1000
Single Names: Aggregated Transaction Data by Reference Entity.

#2DTCC rank orders the top 1000 reference entities in each quarter by trade count. We construct a liquidity
measure by assigning a value of 1000 to the most frequently-trade name, a value of 1 to the least-traded
name on the list, and a value of 0 to reference entities not on the list.
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Third, we consider how the credit risk of the reference entity may affect the buyer’s
sensitivity to the credit risk of the dealer counterparty. The probability of joint default by
reference entity and the dealer will, ceteris paribus, increase with the default risk of the
reference entity.lf] However, higher-risk (so called high-yield) reference entities may differ
in other respects from lower-risk (investment grade) reference entities. In particular, to the
extent that high-yield reference entities tend to default for idiosyncratic reasons, the credit
risk of the reference entity may also stand in as a proxy for (lower) wrong-way risk. To
avoid overweighting reference entities in severe distress, we use the log CDS spread of the
reference entity as our measure of its credit risk of the reference entity, but our results are
qualitatively robust to using the level of the reference entity CDS spread.

Due to the limited variation in reference entity characteristics in the baseline sample,
we focus exclusively on the US5 counterparty sample. Results are reported in Table [10]
In Column 1, we see that sensitivity of counterparty choice to the seller’s CDS spread is
increasing in wrong-way risk and decreasing in the liquidity of the reference entity. Both
effects are statistically significant and large in magnitude. The coefficient on the seller CDS
spread remains negative and statistically significant, but the coefficient on WWR essentially
vanishes, i.e., the impact of WWR comes entirely through the interaction term. The coef-
ficient on the interaction with the log spread of the reference entity is small in magnitude
and statistically insignificant.

In Column 2 we include interactions of seller CDS spreads with indicator variables for
financial and sovereign reference entities. As predicted, the buyer is more sensitive to the
dealer CDS spread when trading these reference entities. Both of these interaction terms
are statistically significant, but only the interaction with the financial sector is economically
large. Interaction terms with liquidity and with the high-yield indicator remain statistically
significant, but the effect of the interaction with WWR essentially vanishes. In Column 3,
we introduce interactions of WWR with the sector indicator variables. We find that the
sensitivity of buyer choice of counterparty to WWR is materially stronger when trading in
financial and sovereign reference entities. Thus, the reference entity sector can be seen as

complementary to the correlation-based measure in capturing wrong-way risk.

23Consistent with this intuition, initial margin requirements increase in the credit risk of the reference
entity under current FINRA rules for initial margin on cleared CDS trades.
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4.3 Interactions with Characteristics of the Client

The determinants of the buyer’s choice of seller might also depend on client’s own charac-
teristics. The characteristics that we conjecture to be important are: the extent to which a
buyer is captive; how often the buyer trades; and the credit exposure horizon of the buyer.
We also examine differences in behavior across client institutional types (hedge funds, asset
managers, insurance companies, etc.). We define a captive client as a non-dealer who trades
more than 60 percent of the time with one dealer. Such a client may have a strong relation-
ship with the favored dealer in other markets. Since we cannot observe these relationships
directly, we infer from revealed preference in the transaction records. Another possibility is
that a captive client may be limited in the number of dealers with which it maintains an
ISDA Master Agreement. Since trading can take place only when such an agreement is in
place, it may be that captive clients simply maintain few active agreements and therefore
have a smaller choice set.@ We expect captive clients to be less sensitive to dealer credit
risk.

The frequency with which a non-dealer trades may influence the non-dealer’s sensitivity
to counterparty credit risk. The predicted sign is ambiguous. On the one hand, a frequent
trader may be more likely to have favorable CSA terms for collateral exchange, in which
the trader should be less sensitive to dealer credit risk. On the other hand, trade frequency
may stand as a proxy for the level of sophistication in risk management practices, in which
case a frequent trader may be more attuned to counterparty risk. We define a frequent
trader as a non-dealer who is in the upper 5" percentile of the distribution in terms of the
number of transactions ] Frequent traders account for 66.2% of transactions involving a
non-dealer buyer of protection in the baseline sample, and 61.4% of such transactions in the
US5 counterparty sample.

Finally, we expect that a buyer intending to hold a CDS position for a short period of
time should be less sensitive to counterparty credit risk than a buyer intending to hold a
position for a long period of time. We cannot measure intention directly, so we construct

a proxy based on observed behavior. We define an indicator variable equal to one if the

24Captive clients account for under 7.4% of transactions involving a non-dealer buyer of protection in the
baseline sample, and under 9.2% of such transactions in the US5H counterparty sample. Thus, these clients
collectively command a fairly small weight in the overall sample.

250ur results are robust to defining a frequent trader in terms of the notional value traded rather than
the number of transactions.
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non-dealer terminates or assigns at least fifty percent of its new trades within 28 days of the
original trade date. These clients, whom we label short-term credit exposure clients, account
for 34.8% of transactions involving a non-dealer buyer of protection in the baseline sample,
and 24.4% of such transactions in the US5 counterparty sample.

We re-estimate the benchmark choice model including interactions of the dealer’s CDS
spread with indicator variables for captive trader, frequent trader, and short-term credit
exposure trader. Results for the baseline sample are reported in Column 1 of Table [11a]
Consistent with our predictions, captive buyers of protection and buyers with short-term
credit exposure are less sensitive to dealer CDS spread. Coefficients are statistically signifi-
cant and large in magnitude. Qualitatively similar results are found for the US5H counterparty
sample, and reported in Column 1 of Table[11b] In addition, the results in the US5 counter-
party sample show that frequent traders appear to be more sensitive to counterparty credit
risk, which is consistent with the story that frequent traders are more likely to employ so-
phisticated risk management practices. However this last result is not robust across samples.
As argued above, it is not obvious a priori whether frequent traders would be more or less
sensitive to counterparty credit risk, so we are not surprised by the lack of robustness.

We next consider whether sensitivity to counterparty risk varies across institutional class.
Certain types of institutional investors may be bound by regulation or investor prospectus to
buy-and-hold trading strategies. Insurance companies, pension plans, non-financial corpora-
tions, and financial services firms are likely to be of this type, and firms of these types are
often believed to be relatively unsophisticated in risk management practices. In Table [12]
we see that firms in these institutional classes tend overwhelmingly to be long-term in credit
exposure. However, we also see that these firms account for a small share of total transac-
tions in the sample. The most active market participants are hedge funds, asset managers,
and non-dealer banks. These three classes (especially hedge funds) are heterogeneous in
trading strategy and in sophistication, so we do not expect institutional class to capture
much variation in trading behavior.

We re-estimate the benchmark choice model including interactions of the dealer’s CDS
spread with indicator variables for hedge funds, asset managers, and non-dealer banks. The
omitted category includes the investor types we take to be buy-and-hold in strategy and/or
less sophisticated in risk management: insurance companies, pension plans, non-financial cor-

porations, financial services firms, and small firms which are “unclassified.” For the baseline
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sample, results in Column 2 of Table suggest that asset managers and bank non-dealers
are more sensitive to credit risk than non-dealers of the omitted category. Differences be-
tween asset managers, bank non-dealers, and hedge funds are not statistically significant. For
the USH counterparty sample, results in Column 2 of Table indicate that asset managers

are more sensitive to credit risk than non-dealers of all other types.

4.4 Additional Robustness Exercises

We conduct a variety of robustness exercises, and report results in Tables and for
the baseline and US5H counterparty samples, respectively. For ease of comparison, Column 1
in each table repeats the benchmark specification from Table [§

We begin by relaxing the assumption that the dealer is a passive provider of liquidity.
We believe the assumption is true in a first-order sense that the client chooses the dealer
and not the other way around, and do not perceive this view as controversial. Indeed,
providing liquidity to end-investors is the central function of a dealer, and this assumption is
widely imposed (explicitly or implicitly) in the theoretical and empirical literature on OTC
dealer-intermediated markets. For example, in the corporate bond literature it is commonly
assumed that dealers provide liquidityﬂ Nevertheless, we have taken precautions and added
robustness checks aimed at addressing this issue. First, as discussed in Appendix [A] the
baseline and USH samples exclude a single non-dealer that accounted for a notable share of
protection sold in the CDS market. One concern was that a client of this size could serve the
dealers as a “seller of last resort,” which would violate the spirit of the identifying assumption.
Second, we include in our choice model the dealer’s inventory holdings of the reference entity,
measured as of Friday close-of-business in the week prior to the transaction. As shown in
Column 2 of Tables and [I3D] the inclusion of dealer inventory holdings affects neither the
statistical nor the economical significance of the key variables of the model, i.e., the dealer’s
credit risk, wrong-way risk and past relationships. Third, we include as a control variable a
proxy for the dealer’s prevailing pricing aggressiveness at the time of the transaction. This

is intended to address a concern that the risk of dealer default may somehow affect how

26Tn addition, we note that during our sample period, proprietary trading by the dealers was very much
on the wane, especially relative to the pre-crisis period. The beginning of our sample period in January 2010
coincides with the request by President Obama to include the Volcker Rule in the Dodd-Frank Act. Legally,
the Volcker Rule was implemented about mid-way through our sample, but the dealer banks were moving
into compliance well before that date.
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aggressively the dealer pursues CDS trade flow from clients. For a given dealer at date ¢,
we identity the set of baseline sample client-facing transactions involving the dealer and
any client for the 28 business days prior to date tE] We measure pricing aggressiveness as
the average within this set of transactions of the difference between the log par spread and
the corresponding log Markit par spread. As shown in Column 3 of Tables and [13D]
coefficients on this aggressiveness measure are insignificant, and our coefficients on variables
of primary interest remain virtually unchanged in both our baseline sample and the US5
counterparty sample.

In Column 4 we control for the size of the dealers as banks, as measured by the log
of the equity market capitalization of the holding company. In Column 5, we allow for
time-variation in the response. Specifically, we introduce interactions of dealer CDS spread
with dummy variables for the European debt crisis and the Volcker Rule[¥| We find that
the sign and significance of these additional controls may vary across sample, but in all
cases the coefficients on the variables of primary interest (i.e., dealer CDS, WWR, and past
relationship) remain robust.

In Columns 6-7, we consider an alternative measure for dealer default risk. The dealer’s
five year probability of default (PD) is estimated by Kamakura Corporation using the hazard
rate model of (Chava and Jarrow| (2004)). Whereas the CDS spread represents an assessment
of credit risk under the pricing measure Q, the PD is an assessment under the empirical
measure P. When we replace dealer CDS spread with the PD measure (Column 6), the
coefficient on PD is qualitatively similar in magnitude and significance to the coefficient on

dealer CDS spread in the benchmark specification. When we include both measures (Column

27If there were fewer than 28 transactions in the last month, then we estimate the average using the past
28 transactions, requiring a minimum of 10 transactions.

28The European debt crisis is defined as an indicator variable for the period October 4, 2011 to July
26, 2012. Evaluating the impact the Volcker Rule may have had is complicated by the fact that there is
no unambiguous choice of Volcker Rule event date. The Dodd-Frank Act was signed into law on July 21,
2010, but was implemented in phases, with some effective dates as long as five years after signing (e.g., for
banks regulated by the Federal Reserve, Volcker Rule was fully in effect on Jul 22, 2015). Some studies
on the impact of Volcker Rule on corporate bond liquidity use a date close to the end of our sample, e.g.,
Bessembinder, Jacobsen, Maxwell, and Venkataraman| (forthcoming) use July 2012 as the event date, and
others use a date outside our sample period, such as April 1, 2014 (Bao, O’Hara, and Zhou), [forthcoming).
The Volcker Rule indicator variable we use is equal to one from November 7, 2011 (the date on which the
rule was published in the Federal Register)) to the end of our sample.
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7), both are negative and statistically significant. The dealer CDS spread dominates in the
baseline sample, whereas the PD dominates in the US5 counterparty sample.

Throughout the paper, we have been focused on the effects of counterparty risk from
the perspective of non-dealers buying protection. Due to the asymmetric loss exposure, we
expect counterparty risk to matter more for protection buyers than for protection sellers. In
Internet Appendix [E] we repeat the benchmark analysis for pricing and counterparty choice
from the perspective of non-dealers as protection sellers. Consistent with our conjecture, we
find that the effects of dealers’ credit risk on pricing and on counterparty choice are more

muted and less robust when the non-dealer is the seller of protection.

5 Conclusion

In this paper, we study how market participants price and manage counterparty credit risk
in the CDS market. Using confidential transaction data from the DTCC, we find negligible
effects of counterparty risk on the pricing of CDS contracts. However, the lack of pricing
response to counterparty risk does not mean that counterparties of different credit worthiness
are treated equally. We provide the first direct empirical evidence that dealer credit risk
has a large effect on swap clients’ choice of counterparty. Our results demonstrate that
participants in the CDS market manage counterparty risk by buying protection preferentially
from counterparties of lower credit risk and lesser “wrong-way” correlation with the reference
entity.

These results are qualitatively consistent with the experience of Lehman and Bear Stearns
in 2008 in which they could not find willing counterparties and suggest that credit rationing
may arise under wider circumstances than previously recognized. These results also have
implications for the newly agreed international rules which require bilateral provision of
initial margin to be held in segregated third-party custodial accounts. Since these provisions
will dramatically reduce counterparty losses in the event of dealer default, non-dealers should
become less sensitive to dealer credit risk in choosing a counterparty, and the likelihood of a

counterparty “run” in OTC derivatives should be reduced.
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APPENDIX

A Sample Construction

Throughout our analyses, we consider only new, price-forming trades. Specifically, we drop
novations, terminations, intra-family housekeeping transactions, and records resulting from
trade compression. For a very small number of observations, the seller of the transaction is
also the reference entity. Such contracts pose an extreme form of wrong-way risk (termed
specific wrong-way risk in Basel capital rules), so it is somewhat puzzling that this is ever
observed. We drop these few observations.

To avoid undue influence of a single market participant on the results, we exclude trades
involving the largest non-dealer participant in the CDS market during our sample period.
This non-dealer appears as seller of protection in over 25% of client-facing transactions in
our baseline sample (described below), bur rarely as buyer.@ Results for our pricing models
and for models of counterparty choice by non-dealer buyers of protection are robust to
including this non-dealer in the sample. To maintain confidentiality of the data, we cannot
report results both with and without this non-dealer in sample, as this would reveal trading
behavior specific to this firm.

Throughout the sample period of 2010-2013, CDS have been traded on the basis of fixed
coupon rate with an upfront payment to compensate for the non-zero initial value of the
contract. We use initial payment, total notional amount and the ISDA interest accrual
convention to compute the upfront points associated with each transaction, and then apply
the program provided by ISDA for conversion of upfront points into par spreads. We drop
observations if a valid par spread cannot be constructed or the underlying cannot be matched
to a Markit spread for the same terms on the same date. Further, to ensure the comparison
between spreads is valid, we drop trades that do not adhere to standard ISDA market
conventions on reporting protocols, coupon rates, credit event settlement procedures, and
other administrative details.

To mitigate any bias associated with illiquidity, we drop from the baseline sample five

reference entities that are traded less than once per month on average. These restrictions

29Excluding this market participant reduces the Herfindahl index of concentration among sellers in notional
value transacted from 500 to 389. The effect on concentration among buyers is much smaller.
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leave us transactions on 12 reference entities.@ The five reference entities that are dropped
account for only 81 transactions in total. Thus it is not surprising that our results are
qualitatively similar when we include these illiquid reference entities. We do not impose
minimum trading frequency requirements on the US5 counterparty sample.

To ensure our results are not driven by large pricing outliers, we drop observations for
which the absolute difference between the logs of the Markit and DTCC spreads is greater
than 0.3. This cutoff corresponds to the 98.5 percentile of absolute differences in the base-
line sample. The baseline and USH counterparty samples reduce to 83,335 and 1,516,625
transactions, respectively. Our regression results are robust to relaxing this restriction to a
cap of 0.5.

The US5 counterparty sample contains some highly distressed reference entities which
may be subject to significant intraday volatility. Therefore, we drop transactions for which
the Markit par spread on the contract on that date is above 1000 basis points. This restriction
leaves the baseline sample unchanged, and reduces the US5 counterparty sample to 1,435,205
transactions on 1635 single-name reference entities. Regression results are robust to relaxing

this restriction to a cap of 5000 basis points.

39The 12 entities are Ally Financial, American Express, Bank of America, Capital One Bank, Capital One
Financial Corporation, CIT Group, CitiGroup, JPMorgan Chase, Metlife, Morgan Stanley, Goldman Sachs
Group, and Wells Fargo.
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A Distribution of the Number of Client Trading Rela-
tionships

A non-dealer typically only trade with a dealer when a signed ISDA Master Agreement is in
place. The de facto choice set for some counterparties, therefore, may only be a subset of the
alternatives included in the counterparty choice regressions (i.e., the set of 14 international
dealers in the baseline sample or the set of five U.S. dealers in the US5 counterparty sample).
While we cannot directly observe whether an agreement is in place, we do observe that the
great majority of reasonably active participants in the CDS market trade with a large number
of dealers, which suggests that these participants were maintaining a significant number of
ISDA Master Agreements during the sample period.

For each client 7 in the baseline sample, we form the match set of dealers with whom
client j is observed to trade at least once within that sample, and define Kpyserine(j) as the
number of dealers in this match set. We similarly construct match sets for clients in the
US5 counterparty sample, and define K,45(j) as the number of dealers in this match set.
Next, within the baseline sample, we count the number of transactions involving clients with
Kpasetine(7) = 14, the number involving clients with Kpgserine(7) = 13, and so on. Similarly,
within the US5 counterparty sample, we count the number of transactions involving clients
with K,s5(7) = 5, the number involving clients with K,s(7) = 4, and so on. Results are
reported in Table [A.I] For the baseline sample, we see that roughly half of all trades are
done by clients who trade with 12 or more dealers, and over 75% of transactions are done
by clients who trade with eight or more dealers. Similarly, for the USH counterparty sample,
over 80% of transactions are done by clients who trade with all US5 dealers. Thus, the de

facto choice set is large in the majority of transactions.

B Variations in the Dealers’ Credit Risk

In Table we show that there is economically important cross-sectional variation across
dealers’ credit risk. Define cdsRangepaseiine(t) as the cross-sectional difference on date ¢
between the maximum and minimum five year CDS spread among the 14 international
dealers appearing in the baseline sample, and similarly define cdsRange, s (t) as the range of

CDS spreads on date ¢ within the set of US5 dealers. The median value across sample dates



of cdsRangepaseiine(t) is 138 basis points, and on only 5% of sample dates is the CDS range
under 60 basis points. Relative to typical investment grade credit spreads, the median range
is quite large. For the USH counterparty sample, the CDS range among the US5 dealers

must be smaller than for the broader set of 14 international dealers, i.e., we must have
0 < cdsRange,ss5(t) < cdsRangepgsetine (t)

by construction. Nonetheless, the range is still economically significant. The median value
of cdsRange,s5(t) is 98 basis points, and the upper percentile values are close to the upper
percentile values for cds Rangepaserine(t). Excluding the European debt crisis has a relatively
modest effect on the percentile values.

In Table [A.3] we show that there is also substantial time-series variation. The standard
deviation across time of dealers’ CDS spreads range from 101 basis points (for Morgan
Stanley) to 26 basis points (for JP Morgan Chase). The time-series variation is qualitatively
similar to that shown in|Arora, Gandhi, and Longstaff| (2012, Table 2); for some dealers our

variance is bigger and for others smaller.

C Price Effect of Seller Credit Spreads Expressed in Up-

front Points

To promote contract fungibility, the ISDA “Big Bang” Protocol introduced in April 2009 stan-
dardized coupon rates and auction settlement procedures following a credit event. Through-
out our sample period of 2010-13, CDS have been traded on the basis of a fixed coupon rate,
generally 100 or 500 basis points per annum, and therefore have initial market value in favor
of one party. This initial value is paid by that party to its counterparty as an upfront pay-
ment. Even though the upfront is the actual market price of the CDS contract, we argue in
Section that transformation to par spreads is preferred because spreads (approximately)
eliminate the effect of contract maturity and coupon rates in measuring the sensitivity of
contract value to explanatory variables. In this appendix, we verify the robustness of our
pricing regressions to using upfront prices instead.

In Table [TA.4] we repeat the pricing analysis using the difference between DTCC trans-

action prices and Markit quotes measured in upfront points as the dependent variable. The



specification is now:
upfi;b —upfi, =al, + Beds, | + nWW RS + ARelations;”, + 6 log(size) + ef”tb, (TIA.1)

where up f;;b is the price in annualized upfront points on the DTCC transaction and Wi,t is
the corresponding annualized Markit upfront. We (approximately) annualize upfront points
by dividing the upfront by maturity. This facilitates comparison to the effect on par spreads
and also avoids heteroskedasticity in the regression. Since the upfront points can take neg-
ative values, we run the regressions of upfront point differentials in levels on seller’s CDS
spread levels, instead of running the regressions in logs as in Table [3]

The benchmark coefficient on the seller’s credit spread in Column 1 of Table is equal
to -0.0073, which implies that a 100 basis point increase in the seller’s credit spread translates
to a 0.73 basis point reduction in the annualized upfront payment. This translates roughly
to a difference of $540 in the annualized total cost of an average-sized trade of $7.4 million,
which is very similar to the price impact obtained using the par spread as dependent variable.
In other specifications (Columns 2-4) on the baseline sample, coefficients on the seller’s credit
spread remain negative, but not always statistically significant. The coefficients on the two
WWR measures are large, statistically significant, and (contrary to prediction) positive.
This puzzling result on WWR confirms the anomaly noted in Section of the paper, which
appears also in |Arora, Gandhi, and Longstaff] (2012). For the US5 counterparty sample
(Columns 5-6), the effects of seller credit spread and WWR are statistically insignificant.

D The Effects of Clearing Eligibility

D.1 Central Clearing Background

Central clearing was first introduced for CDX.NA.IG, an index composed of investment grade
North American corporates, and iTraxx Europe, its European counterpart. Selected single-
name reference entities became eligible for clearing by Intercontinental Exchange (ICE) in
waves beginning in December 2009. By the end of our sample period, most index constituents
had been made eligible for clearing. The single-name index constituents that remain ineligible
are primarily the European dealer banks listed in iTraxx Europe. US dealer banks are

excluded from the CDX.NA.IG index, and also remain ineligible for clearing.



Within an investment grade index, reference entities have been made eligible for central
clearing in cohorts, which typically consist of several firms in the same sector. Table
summarizes the introduction of clearing eligibility during our sample period by sector for
CDX.NA.IG constituents. Cohorts are typically small, and the sorting of reference entities
into cohorts is driven primarily by how long the reference entity has been a constituent of the
index. For example, five firms in the Technology sector were made eligible for clearing on 19
April 2010, two more on 28 March 2011, and a final two on 13 June 2011E] The first cohort
was composed of reference entities that had been continuously listed in the CDX.NA.IG
since at least September 2008. The second cohort consisted of reference entities added to
the index by March 2009, while the last cohort was composed of reference entities added by
March 2011. Part of our analysis exploits the staged introduction of clearing for CDX.NA.IG

constituents to study time series effects of central clearing on transaction spreads.

D.2 On the Sample of Clearing Eligibility Events

Our sample of event dates for the introduction of central clearing differs slightly from the
sample constructed by [Loon and Zhong| (2014). In this appendix, we review the corrections
we have applied to the event sample.

A reference entity is identified in CDS transaction data by its so-called RED code, which
is an identifier assigned by Markit. Upon certain technical events associated with changes
to corporate legal structure, Markit will retire the old RED code and assign a new one;
these are known as the predecessor and successor codes, respectively. These events are
not associated with firm default or distress, and pre-existing contracts on the predecessor
convert automatically to contracts on the successor. If the predecessor was already eligible
for clearing, ICE makes the the successor eligible as well. ICE includes these technical events
in its tables of eligibility dates, but there is no economic sense in which these events should
count as the inception of clearing eligibility. In two cases (CenturyTel Inc. and Burlington
Northern Santa Fe Corp.), the event date used by Loon and Zhong| (2014)) is actually the event

date for a RED successor. We use the earlier clearing eligibility dates for the predecessors.

1Sector information comes from Markit. On February 15, 2012, Markit modified its classification scheme.
To avoid inconsistencies, we categorize reference entities by their sector under the old scheme. For the small
number of reference entities that did not exist before February 15, 2012, we use the sector of their most
recent predecessor classified under the old scheme.



Reference entities typically appear in ICE clearing volume reports immediately after they
become eligible for clearing. However, in three cases (Aetna Inc., American Express Co., and
Comcast Corp.), we observe lengthy delays between the published eligibility date and the
first reported cleared trades. Whereas Loon and Zhong| (2014) use the published date, we
set our clear-eligibility dates for these entities based on actual reported trades.

Finally, we also include in our sample ten additional clearing eligibility events that took

place subsequent to the end of the sample in [Loon and Zhong (2014).

D.3 Time Series Comparison for Pricing Around Central Clearing
Event Dates

In this section, we examine the key finding in Loon and Zhong| (2014]) that central clearing
increases CDS spreads. Loon and Zhong| (2014)) use an event study approach to measure
the excess return in CDS spreads around the introduction of clearing eligibility. Specifically,

they run individual regressions for each clearable reference entity ¢ of the following form:
scip = a; + Bimktscy + 1Dy + ¥2,, D2, 4 + 73, D304 + vai D4y + €y, (IA.2)

where sc;; is the daily percentage change in the CDS spread; mktsc, is the daily percentage
change in the CDX spread; D1;; is a dummy variable that is equal to 1/10 on -20 to -11
days since clearing eligibility and zero otherwise; D2;; is a dummy variable that is equal
to 1/10 on -10 to -1 days since clearing eligibility and zero otherwise; D3;; is a dummy
variable that is equal to 1/11 on 0 to 10 days since clearing eligibility and zero otherwise;
and D4, is a dummy variable that is equal to 1/10 on 11 to 20 days since clearing eligibility
and zero otherwise. The regression is estimated using data from -250 to 20 days around
the event. After estimating individual regression coefficients, [Loon and Zhong (2014) then
take an average of the regression coefficients across reference entities and conduct statistical
inference.

In Column 1 of Table , we copy the estimates shown in Loon and Zhong| (2014, Table
2, Column 1) for comparison. The main finding is that the coefficients on D2 and D3 are
significantly positive, suggesting positive cumulative abnormal spread changes between days
-10 and 10 since clearing eligibility. In Column 2, we repeat the event study methodology

in |Loon and Zhong| (2014)) using our sample. We can see that even though the statistical

5



significance on D2 and D3 is lower in our sample, the magnitude of the coefficient remains
positive and sizable.

We conduct three experiments to show that the results of |Loon and Zhong| (2014)) do not
withstand closer inspection. First, the positive excess spread can be replicated in a placebo
test in which we randomly assign sample reference entities to dates in the pool of sample
events. For example, if reference entities A, B and C were made clearing eligible on dates ¢,
t, and t., respectively, then a random reassignment might pair A with date ¢,, B with date ¢.
and C with date t,. We maintain the original cohort sizes for each event date in the sample,
and require for each reference entity that the randomly assigned clearing date be at least 20
days apart from the true clearing date. We replicate this experiment 500 times, and report
average coefficients in Column 3 of Table[[A.6]P| Even though these clearing dates are random
and false, we continue to find positive coeflficients on Dy and Ds. In particular, the coefficient
on D, doubles and becomes more statistically significant. These “false positives” undermine
the causal relationship between clearing eligibility and the spread increase established by the
event study in |Loon and Zhong| (2014)).

Second, the positive finding is not robust to using a refined market proxy as mktsc;. |Loon
and Zhong| (2014) define mktsc, as the composite spread for CDX.NA.IG spread based on
direct dealer quotes on the index, and so far we have done the same in Columns 1-3. However,
following the financial crisis the liquidity of the single-name CDS market diminished relative
to the index market, and the CDX.NA.IG composite spread fails to capture the time-varying
liquidity premium. Besides the composite spread, Markit reports the so-called model spread,
which is constructed directly from the single-name spreads on the underlying 125 index
constituents. In Column 4, we replace the composite spread with the model spread, and find
that the coefficient on D2 becomes significantly negative and the coefficient on D3 decreases
notably. We observe as well that the average regression coefficient on model spread returns is
very close to unity, whereas the coefficient on mktsc in Column 1 is 0.56. As the CDX index
swap references an equally-weighted portfolio of individual swaps, the average “beta” with

respect to the market proxy should indeed be near one. This suggests that the model spread

2Let 7](;) be the coefficient on dummy Dj for replication r and reference entity . For each replication, we

calculate 7](_7") by taking the mean across i. The reported +y; is the mean across r. To obtain ¢-statistics on

the coefficients, we divide by the standard deviation across r of the 'yJ(T'). This method is the closest analog

to how |[Loon and Zhong| (2014]) assess statistical significance across their set of individual regressions.



should be preferred over the composite spread as the common factor in the single-name CDS
market.

The low value of the estimated coefficient on the composite spread returns is indicative
of errors-in-variables attenuation. The difference between the composite and model spreads,
known as the index skew, is often used by practitioners as a metric of relative liquidity
between index and single-name markets. As depicted in Figure the skew on the on-
the-run five year CDX.NA.IG spiked during the global financial crisis and remained large
in magnitude and volatile during 2009. For most of the clearing-eligibility events in our
sample, a portion of this volatile period is included in the regression window of -250 to 20
days around the event. When the composite spread is used as market proxy, the missing
liquidity component in mktsc leads to a bias towards zero in BZ in equation ([A.2). Even
though the index skew is relatively small in magnitude around most of the event dates, the
bias in Bl implies an undercorrection for the common market factor, so that a portion of
the innovations in the CDX spread during the event windows will be incorrectly attributed
to the event window dummy regressors. This also serves to explain how we can obtain a
positive and significant coefficient on D2 in the placebo test.

Third, the positive finding disappears when we use a difference-in-differences (DID)
methodology. To facilitate comparison between an event study methodology along the lines
of [Loon and Zhong (2014)) and our DID approach, we first estimate a panel version of the

Loon and Zhong| (2014) specification:
5Cit = Qsector + Bmktsc, + 1 D1y + 79 D2; + y3D3; + v4D4; 4 + €54 (IA.3)

Equation ([A.3)) is very similar to ([A.2) except that the regression coefficients are directly
estimated in a panel regression with sector fixed effects, instead being averaged across regres-
sions for individual reference entities. As in |Loon and Zhong (2014), this model is estimated

without a control group.
We recast equation ([A.3)) in a DID setting as follows:

8Cit = Qsectort + BLreat; + yTreat; x mktsc, + 01Treat; x D1;,
+ 6T reat; x D2,y + d3Treat; x D3, + d4Treat; x D4;; + €, (IA.4)



where aeerory denotes sector and date interactive fixed effects. The variable Treat; is a
dummy indicating whether the reference entity 7 is in the treatment group. The four
coefficients measure the time-series effects of clearing eligibility. We use treatment and
control groups in the same sector to mitigate the impact of common macroeconomic and
sectoral shocks on our estimates. An important advantage to the DID methodology is that
we can be agnostic on the choice of market proxy, as the impact of common market factors
is picked up in the fixed effects.

We estimate DID on three different treatment/control designs. In the first design, ref-
erence entities cleared in the first cohort for a sector form the treatment group, and pre-
eligibility reference entities of the same sector cleared in later cohorts form the control group.
In the second design, reference entities in later cohorts form the treatment group, and post-
eligibility reference entities in the first cohort within the same sector form the control group.ﬁ
In the third design, reference entities that become eligible during the sample period form
the treatment group, and non-clearable North American investment grade reference entities
form the control group.

Results are reported in Table [[A.7] for both the panel regression and the DID exercise.
Columns 1, 3 and 5 report panel regression results on the treatment group based on equation
we refer to this as the event study (ES) analysis. Columns 2, 4 and 6 report the DID
estimation of equation [[A.4. We can see that the coefficient on Treat x D is positive
and significant under the ES specification in Columns 1 and 5, but becomes negative and
insignificantly under DID. Similarly, the coefficient on Treat x D5 is smaller in the DID
columns than in the ES columns across all three specifications. Results are qualitatively
robust to including sector x mktsc interactions in the event study panel regressions (not
tabulated).

Finally, in Figure [A.2] we plot the log of the mean spreads for treatment and control
groups around clearing-eligibility event dates, as well as the difference between the two

groups. For each of the three DID designs, we plot log-spreads drawn from DTCC transaction

3We ensure that entities in both treatment and control groups of the first two DID designs were already
CDX index members before clearing was introduced, so that the effects of clearing eligibility can be separately
identified from the effects of index inclusion.



data in the left panel and log-spreads drawn from Markit quotes in the right panelE] In all
cases, we see that treatment and control group log-spreads co-move closely around the event
dates. There is no discernable change over the event window in the difference across the two

groups in log-spread.

E Effects of Counterparty Risk on Non-dealers Selling

Protection

To explore the impact of counterparty risk on transactions involving a non-dealer seller of
protection to a dealer, we modify the notation introduced in Section for our main ex-
planatory variables. We construct our measures of right-way risk RW R? for sale of protection
to dealer b in exactly the same way as we construct WW R? for the purchase of protection
from dealer s. Our indicator-based measure is a dummy variable equal to one if both the
buyer of protection b is a USH dealer and the reference entity ¢ is either a US5 dealer or Wells
Fargo. The correlation-based measure is the linear correlation between the log CDS spread
changes on the reference entity ¢ and on the buying dealer b. We modify the variable name
(from WWR to RWR) only to highlight that the economic interpretation is reversed.
When the dealer is acting as buyer, we denote the lagged CDS spread on the dealer as
%571- We define Relations”®| as the mirror image of Relations!’: Relations.”, is the
notional value that market participant s traded with dealer b in the recent past, expressed

as a fraction of the total notional value that market participant s traded.

E.1 Effects on CDS Pricing

Parallel to the analysis in Section [3| we consider the effect of the buyer’s CDS spread on

transaction spreads. We hold the seller, contract and trade date fixed, and examine the

40ur DTCC sample is the union of the baseline and US5 counterparty samples. To distinguish clearly
from possible time-variation in the magnitude of pricing advantage over non-dealers, we include interdealer
and cleared transactions only. We take a volume-weighted average spread for each reference entity on each
date and then take logs.



impact of buyer’s credit spreads on transaction spreads using the following regression:

log(cds}y) — log(eds;;) = o5, + f8 log(%i’,l) +nRWR® + ARelations,”| + & log(size) + €,

(IA.5)
where %i_l denotes the buyer’s CDS spread and o}, is the seller-contract-time fixed effect.
The value of the premium leg of the swap decreases with buyer default risk but increases
with right-way risk, so we expect 5 > 0 and n < 0.

Summary statistics for each side of the client-facing market are collected in Table [[A§]
Columns (1) and (3), which appear in Table[1]in the paper, tabulate client-facing transactions
in which the non-dealer is the buyer of protection. Columns (2) and (4) provide corresponding
figures for transactions in which the non-dealer is the seller of protection. We have fewer
observations on the “client seller” side of the client-facing market, which implies that this
side of the market is more concentrated. In the baseline sample, there are 169 non-dealer
sellers of protection in 7760 transactions, of which 5689 reference US5 dealers. In the US5
counterparty sample, there are 680 non-dealers of protection in 88,531 transactions and 1156
reference entities, of which 245 are financial firms and 73 are sovereigns.

Table reports our estimation results for non-dealers as protection sellers. The coef-
ficient on the buyer’s credit spread is very close to zero and insignificant. Neither the RWR
nor the past relationship enters significantly. These insignificant results hold in both baseline
and USbH counterparty samples.

As in Section [3.1] of the paper, we also estimate a regression with additional buyer fixed

effects to control for time-invariant buyer characteristics:

log(cdsf,’tb) —log(cdsiy) = of y+a’+13 log(%f_l) +nRW R*+ ARelations® | +6 log(size) —I—e;i’f.

(IA.6)
Results for the regression with additional fixed effects are presented in Table [A.1I0] Con-
sistent with our null hypothesis, the coefficient on the buyer’s credit spread becomes signifi-

cantly positive in the benchmark specification, but remains small in magnitude.

E.2 Effects on Counterparty Choice

We repeat our analyses of Section {] from the perspective of non-dealer sellers of protection
and report the results in Table [A.T1] Consistent with the asymmetry between buyer and

10



seller counterparty exposure, we find that the seller’s choice of dealer counterparty is slightly
less sensitive to the dealer’s credit risk. The marginal effects for this regression (not tabu-
lated) indicate that a 100 basis point increase in a large dealer’s CDS spread is associated
with an average decline in the likelihood of a non-dealer selling protection to that dealer of
2.2 percentage points compared to 2.6 percentage points in the buyer-choice model. The
effect of right-way risk depends on the choice of measure. It is small in magnitude and
statistically insignificant when we use the US5+Wells Fargo indicator variable, but negative

and significant when we use the rolling-window correlation measure.
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Figure IA.1: Index Skew for On-the-Run 5 Year CDX.NA.IG
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Notes: This figure plots the index skew on the 5 year CDX.NA.IG index, where the index skew is defined
as the difference between the composite spread and model spread reported by Markit. The vertical lines

indicate clearing-eligibility event dates in our sample.
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Figure TA.2: Time Series Effects of Clearing Eligibility on Transaction Spreads

(a) DID Design I
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Notes: The left panels plot results based on DTCC transaction spreads and the right panels plot results
based on Markit quotes. In row (a), the treatment group consists of transactions or quotes on reference
entities cleared in the first cohort for each sector of the CDX.NA.IG index before and after clearing. The
control group consists of pre-clearing transactions or quotes of reference entities in CDX.NA.IG that are
cleared in later cohorts. In row (b), the control group consists of post-clearing reference entities cleared in
the first cohort for each sector of the CDX.NA.IG index. The treatment group consists of transactions or
quotes of reference entities in the same sector of CDX.NA.IG that are cleared in later cohorts. In row (c), the
treatment group consists of transactions or quotes on all clearable reference entities in CDX.NA.IG before
and after clearing. The control group consists of transactions or quotes on all other non-clearable investment

grade reference entities in North America. Only interdealer and same-day cleared transactions are used in
computing the means. 13



A1 90ULISJRI AUR UO Io[eap GG() © 0} uorndjoxd Jul[es 10 woly uorgoejolrd urdng
JOT}10 ST IO[ROP-UOU B 9I0YM SUOIJORSURI} JOPISUOD oM ‘¢ [oURJ U “AJIUO 90UISJRI PojR[NSol i Ue uo uornojord 3urfes 10 Surdng

J9T[)19 ST IO[ROP-UOU ® 9IOYM SUOI}ORSURI} IOPISU0D om ‘o[dures aureseq Y [oued Ul "¢10g 03 0T0g woij st polod o[jdures Im() :S9joN

00T ¢l 780’1 00T 9¢'T 0 I
886 10T 876 V.86 LT 960°9 é
€L L6 12°¢ Gr8'cC LG°G6 €'y 6126 g
zS¥6 e1el I7L01 7,06 8C°0T Z81°0¢ %
6€'C8 6€'C8 GV6'CL 91'08 91°08 6L6°CST G
pﬁ@@p@& uﬁ@ou@&
@>Ed~$&50 QQQOHQHH wgoﬁudmﬂdﬁﬁ @>S@~5&SO pﬂ@@m@& mgoﬁodmgdﬁH wmwﬁﬁoﬁ wo H@@ESZ
,szwm wﬂ Hﬁ@@@éﬂoz H@.\ASQ mﬁ p@ﬂmwﬁugoz
o[dures Lyrediojunos ¢g g PURd
00T 670 8¢ 00T 120 ze I
1S°66 c0'c 6GT €166 LTV L6V ré
9% L6 060 0. 96°C6 79°¢ i&5% g
996 ¢1'e G9T1 2616 LGC L0¢€ iz
cV'v6 L6°¢ 80¢ GEC68 107 6LV G
91" 06 L0V 91¢ 7€°G8 69°G 6.9 9
6£°98 88°G 9G¥ G9'6. LSV a7s L
1508 iz 295 80°G. €G'g 099 8
LT €L 106 669 GG'69 0g'L 1.8 6
9Z'%9 70°G 16€ Gz'29 6G°L 906 01
2% 69 6£°9 967 997 10" LES T
€826 L11 806 6oLV LT°6 760°'T ¢l
N7 €L'Ge €LL'C 87'8¢ 09'9% VLT'G el
0r'S 07'S 617 88'TT 88'TT LIV'T V1
QQQUHQ& ugeohw.m
®>B®~ﬁ550 pgwogan.ﬁ wgoﬂo@mgmﬁb @>G\ﬂﬂ55@ pgonwﬁm wgoﬁo@mgdﬁr whwﬁmwﬁ mo H@QESZ
.szww wﬂ M@EQ@AHOZ .5%50_ ww M@E@@-GOZ

ordures aureseq 1y [pue]

19S DYRUI S JUSI[D UI SIS[LIP JO IOqUINU A JUNOD UOIYOesUeI], 1"V 9[qe],

14



Table TA.2: Distribution of the difference between CDS spreads of the riskiest and safest
dealer (basis points)

(1) (2) (3) (4)
Baseline sample US5 counterparty sample
Percentile Full sample Excluding European Full sample Excluding European
debt crisis debt crisis
Maximum 427 333 413 330
99 percentile 340 286 330 248
95 percentile 283 233 275 210
90 percentile 257 216 249 170
75 percentile 211 150 183 113
50 percentile 138 129 98 89
25 percentile 110 104 67 62
10 percentile 83 76 48 44
5 percentile 60 56 37 32
1 percentile 51 49 28 28
Minimum 46 46 24 24

Notes: Our sample period is from 2010 to 2013. We use Markit daily data to compute the difference between
the five-year CDS spread of the dealer with the highest CDS spread on that day (the riskiest dealer) minus
the five-year CDS spread of the dealer with the smallest CDS spread (the safest dealer). For the baseline
sample we have 14 CDS spreads each day, for the US5 CP sample we have 5 CDS spreads.
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Table TA.3: Summary statistics for CDS contracts referencing dealers

Dealer Mean Standard deviation Minimum Maximum
Bank of America 186.74 88.18 79.90 504.97
Barclays 151.14 44.78 74.33 295.04
BNP Paribas 152.95 66.58 53.17 373.60
Citigroup 169.56 58.27 73.10 361.02
Credit Suisse 116.99 35.54 54.45 213.08
Deutsche Bank 131.56 42.73 70.91 332.89
Goldman Sachs 179.42 72.32 90.94 430.45
HSBC 97.47 26.91 51.78 185.91
JP Morgan Chase 100.20 26.23 47.33 187.85
Morgan Stanley 219.49 101.13 88.35 596.20
Nomura 222.71 84.22 86.05 422.06
Societe Generale  195.57 87.72 64.02 451.76
RBS 215.35 67.67 111.15 415.48
UBS 122.73 41.94 63.67 247.87

Notes: Our sample period is from 2010 to 2013. We use Markit daily data on five-year CDS spreads.
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